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Coober Pedy a town in
Northern South Australia 



Dig deep enough and you will find Opals
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Data

• Qualitative data
• Qualitative data is non-statistical and is typically unstructured or semi-

structured
• This data isn’t necessarily measured using hard numbers used to develop 

graphs and charts
• Qualitative data can be used to ask the question “why.” It is investigative and 

is often open-ended until further research is conducted

• Quantitative data
• Contrary to qualitative data, quantitative data is statistical and is typically 

structured in nature – meaning it is more rigid and defined
• This data type is measured using numbers and values, making it a more 

suitable candidate for data analysis
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Artificial Intelligence (AI)
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Artificial Intelligence (AI)-1

•Autonomy
•The ability to perform tasks in complex 

environments without constant guidance by a 
user

•Adaptivity
•The ability to improve performance by learning 

from experience
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Artificial Intelligence (AI)-2

•Levels of AI
•Artificial Narrow Intelligence*
•Handles only one task at a time

•Artificial General Intelligence
•Artificial Super Intelligence

*now, but we don’t know about future
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Some Examples of AI

• ChatGPT

• Microsoft AI

• Self-driving cars
• Find route
• Computer vision
• Decision making under uncertainty

• Content recommendation
• Personalized information (Facebook, Twitter ..)
• Recommendations (Spotify, Netflix …)
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Types of AI
• Artifical Intelligence (AI)

• AI is a popular field of computer science that concerns with building ``intelligent’’ 
smart machines capable of performing intelligent tasks.

• Machine Learning (ML)
• ML is a type of AI that enables machines to learn from data and deliver predictive

models.
• The ML is not dependent on any explicit programming but the data fed into it.
• Based on the data you feed into ML algorithms and the training given to it, an output 

is delivered.
• A predictive algorithm will create a predictive model.

• Deep Learning (DL)
• DL is a subfield of ML that is concered with algorithms inspired by the human brain’s

structure and functions known as artifical neural networks.
• A computer model can be taught using DL to run classification actions using pictures, texts, 

sounds etc. as input.
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Machine Learning (ML)
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Machine Learning (ML)
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Ref: Machine Learning Community: A LinkedIn group

Training Testing



ML

•Machine learning
•Systems that improve their performance in 
each task with more and more experience or 
data

https://www.youtube.com/watch?v=QFyM3w95fXI&t=16s
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AI vs ML

AI
• Fixed outcomes: When there is a small or fixed number of outcomes. 

• Risk of error: The penalty of error is too high to risk false positives and therefore only 
rules—which will be 100 percent accurate—should be implemented.

• Not planning for ML: If those maintaining the system don’t have machine learning 
knowledge and the business does not have plans to source for it moving forward.

ML
• Simple rules don’t apply: When there is no easily definable way to solve a task using 

simple rules

• Speed of change: When situations, scenarios, and data are changing faster than the 
ability to continually write new rules.

• Natural language processing: Tasks that call for an understanding of language, or natural 
language processing. Since there are an infinite number of ways to say something.
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Types of Machine Learning (ML)

• Supervised Learning

•Unsupervised Learning
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Machine Learning

• Supervised Learning
• If we have a set of labeled data, we take this data and train the supervised 

machine learning model. Once the model is trained, we predict the results 
from the sample or the data in which the results are unknown.
• For example, an algorithm would be trained with pictures of dogs and other things, all 

labeled by humans, and the machine would learn ways to identify pictures of dogs on its 
own.

• Unsupervised Learning
• If we provided with unlabeled data, then we could apply unsupervised 

learning to predict pattern in that data.
• A program looks for patterns in unlabeled data. Unsupervised machine learning can find 

patterns or trends that people aren’t explicitly looking for. For example, an unsupervised 
machine learning program could look through online sales data and identify different 
types of clients making purchases.
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Supervised Learning Example (Regression)
• Predict the annual electricity consumption of households in Denmark based on 

the size of the house (in square meters) and the number of electronic appliances 
in the house.

Multiple Linear Regression:

Electricity Consumption Model (kWh)=

2.04×House Size (sqm)+18.93×Number

20

House Size (sqm) Number of Appliances Annual Electricity
Consumption (kWh)

208.9 38 1259.7

150.5 37 1054.4

68.4 12 545.0
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Supervised Learning Example (Classification)

• Predict whether a household has "high" or "low" electricity consumption based 
on the size of the house (in square meters) and the number of electronic 
appliances in the house.
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House Size (sqm) Number of 
Appliances

Annual Electricity
Consumption
(kWh)

Consumption Label

208.9 38 1259.7 high

150.2 37 1054.4 high

68.4 12 545.0 low
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Decision Tree



Unsupervised Learning Example (Clustering)

• The task is to discover the structure of the data (by grouping / 
clustering similar items).
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https://analyticsindiamag.com/clustering-techniques-every-data-science-beginner-should-swear-by/https://foolproofliving.com/spring-mix-salad/



Unsupervised Learning Example (Clustering)-2

• let's group households based on their attributes: house size and 
number of appliances. The idea would be to determine if there are 
distinct clusters (or groups) of households that have similar 
characteristics.
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Datasets

Supervised

Unsupervised
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Outlier
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https://www.pinterest.dk/pin/frans-lanting-sabah-borneo-tall-tree-rising-above-rainforest-canopy--121949102397261067/

*Outliers are normally
removed during data 
processing
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Anomaly
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Anomaly Detection

• Anomaly detection is a technique used to identify unusual patterns 
that do not conform to expected behavior. In the context of our 
dataset, we want to detect households that have unusual electricity 
consumption patterns based on their house size and the number of 
appliances.
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Time Series
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Time Series

• An hourly time series dataset for a single household's electricity 
consumption over a period of one week (168 hours). This will give us 
a more granular view of consumption patterns.
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There's a noticeable increase in consumption during evening hours (around 6 PM to 10 PM) due to the evening peak, indicating higher activity or usage.

There's a dip in consumption during the early morning hours (around 1 AM to 5 AM) when most people are likely asleep, resulting in lower electricity usage.
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Time-series Analysis
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Ref: https://www.flatpanels.dk/nyhed.php?subaction=showfull&id=1686571939

Covid Lockdowns New policy on password sharing

Data source: USA
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Example
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Traditional (Non-Machine Learning) Approaches:

• Threshold-Based Monitoring: We could define static thresholds based on domain knowledge or by analyzing historical data. 
For instance, if the vibration of a machine should never exceed a certain level under normal conditions, we can set an upper 
limit and alert whenever this threshold is crossed.

• Statistical Methods: Techniques like the Z-score or the IQR (Interquartile Range) can be used to detect outliers based on 
statistical properties of the data.

• Rolling Statistics: We can compute statistics (e.g., mean, standard deviation) on a rolling window and flag data points that 
deviate significantly from these metrics.
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Euclidean Distance: Calculate the Euclidean distance of a test data point (a vector of sensor readings) 
from the centroid (mean vector) of the normal data. If this distance exceeds a predefined threshold, flag 
the point as an anomaly.
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Unsupervised (Machine Learning based) Approaches:

• Clustering: Algorithms like K-means can be used to 
group data points. If a new data point doesn't belong 
closely to any cluster, it could be an anomaly.

• Dimensionality Reduction: Techniques like PCA 
(Principal Component Analysis) can be used to reduce 
the dimensionality of the dataset. Reconstruction 
errors can be used to detect anomalies.

DBSCAN (Density-Based Spatial Clustering of Applications 
with Noise)



Time Series Analysis
• Descriptive Analysis

• Compute mean, median, standard deviation etc. and/or identify patterns, trends and seasonality

• Feature Engineering
• Rolling mean, roalling standard deviation for each feature over a window of previous observations

• Anomaly Detection
• Detect unusual patterns that do not conform to expected behavior. This is essential for early fault detection in machines or 

systems

• Forecasting
• Predict future values of the parameters based on historical data

• Causality Analysis
• Understand if changes in one parameter cause changes in another (e.g., does increased pressure lead to increased

temperature?)

• Frequency Analysis
• Decomcope the time series into its frequency components to understand periodic behaviors better

• Condition Monitoring & Predictive Maintenance
• Based on the time series data, predict when the machine might fail or require maintenance

• Optimization
• Find optimal operating conditions for the machine by analyzing the relationships between the parameters

• Simulation & What-If Analysis
• Simulate different scenarios to see the potential impact on the parameters (e.g., what if the pressure increases by 10%?)
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Predictive Maintenance (PM)

• Is all about predicting when equipment will fail so that maintenance 
can be performed just in time to avoid unplanned downtime. 

• The goal is to prevent unplanned reactive maintenance without 
incurring costs associated with doing too much preventive 
maintenance.

Goal: predicts if a machine is about to fail in the near future (e.g., in 
the next 20 minutes)
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Composite Health Index

• The Composite Health Index (CHI) is a synthesized metric derived 
from multiple sensor readings or diagnostic indicators to represent 
the overall health or condition of a system, machine, or equipment. 
The primary purpose of CHI is to simplify the multidimensional health 
information of a system into a single, easily interpretable metric
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Case Studies with SMVs
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Case 1:

Issue:
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Date               Time           Indgang 0101                  Indgang 0102       Indgang 0103     Indgang 0104       Indgang 0105     Indgang 0106
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Iftikhar, N.; Baattrup-Andersen, T.; Nordbjerg, F.; Bobolea, E. and Radu, P. (2019). Data Analytics 
for Smart Manufacturing: A Case Study. In Proceedings of the 8th International Conference on 
Data Science, Technology and Applications - DATA; ISBN 978-989-758-377-3; ISSN 2184-285X, 
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Case 2:
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(Specializes in the development, manufacturing, sale and service of 
IMO and USCG certified Ballast Water Management & Treatment 
Systems)

➢ While ballast water is essential for safe and efficient modern shipping operations, it 
may pose serious ecological, economic and health problems due to the multitude of 
marine species carried in ships’ ballast water. These include bacteria, microbes, small 
invertebrates, eggs, cysts and larvae of various species.

➢ Issue: How it is made sure that water that is discharged into the sea is clean enough 
based on IMO & UGCS standards.

Proposed Solution:
We proposed a solution based on online 
machine learning to make sure that the 
water that is released into the sea has 
fulfilled the International Maritime 
Organization (IMO) & United State 
Geological Survey (USCG) standards (i.e. 
the filtration plant is delivering optimal 
performance). 



Case 2 Continuted…
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ML Workflow
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Machine Learning Application Workflow
• Data and problem definition: The first step is to ask interesting questions. 

What is the problem you are trying solve? Why is it important? Which 
format of result answers your question? Is this a simple yes/no answer? Do 
you need to pick one of the available questions?

• Data collection: Once you have a problem to tackle, you will need the data. 
Ask yourself what kind of data will help you answer the question. Can you 
get the data from the available sources? Will you have to combine multiple 
sources? Do you have to generate the data? Are there any sampling biases? 
How much data will be required?

• Data preprocessing: The first data preprocessing task is data cleaning. For 
example, filling missing values, smoothing noisy data, removing outliers, 
and resolving consistencies. This is usually followed by integration of 
multiple data sources and data transformation to a specific range 
(normalization), to value bins (discretized intervals), and to reduce the 
number of dimensions.
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Machine Learning Application Work Flow
• Data analysis and modeling with unsupervised and supervised learning: 

Data analysis and modeling includes unsupervised and supervised machine 
learning, statistical inference, and prediction. A wide variety of machine 
learning algorithms are available, including k-nearest neighbors, naïve 
Bayes, decision trees, support vector machines, logistic regression, k-
means, and so on. The choice of method to be deployed depends on the 
problem definition discussed in the first step and the type of collected 
data. The final product of this step is a model inferred from the data.

• Evaluation: The main issue models built with machine learning face is how 
well they model the underlying data—if a model is too specific, that is, it 
over fits to the data used for training, it is quite possible that it will not 
perform well on a new data. The model can be too generic, meaning that it 
under fits the training data. For example, when asked how the weather is 
in California, it always answers sunny, which is indeed correct most of the 
time. However, such a model is not really useful for making valid 
predictions. 
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Why Majority of AI/ML based
Student Project Fail..
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Computer Science
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C#/Java
Program
.SCRUM
.Functions
.Code

Data

Please use me!

I will think about you 
later, if I have a time. 

Now I am busy.

Do not disturb me 
anymore, you little 

filthy worm…

- Methodology
- Design

- Programming
- Databases

- Testing



Data Science
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C#/Java
Program
.SCRUM
.Functions
.Code

Data

Please use me!

I will use you when I need you. 

For the time being keep your 
mouth shut, you disgusting 

thing…

- Databases
- Statistics

- Machine Learning
- Programming

- Methodology/Design
- Testing



Be Ready for the Change - When we start working with 
AI/Machine learning then we must change the way we think, 
analyze, plan, solve and test

• Start with data
• Preprocess and clean the data.
• Select and construct appropriate features.
• Select an appropriate model family.
• Optimize model hyperparameters.
• Postprocess machine learning models.
• Critically analyze the results obtained.

• Methodology
• Cross-industry standard process for data mining (CRISP-DM) 
• Agile CRISP-DM
• Cognitive Project Management for AI (CPMAI) 
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https://www.forbes.com/sites/cognitiveworld/2020/01/19/why-
agile-methodologies-miss-the-mark-for-ai--ml-
projects/?sh=6898954f21ea

https://www.forbes.com/sites/cognitiveworld/2020/01/19/why-agile-methodologies-miss-the-mark-for-ai--ml-projects/?sh=6898954f21ea
https://www.forbes.com/sites/cognitiveworld/2020/01/19/why-agile-methodologies-miss-the-mark-for-ai--ml-projects/?sh=6898954f21ea
https://www.forbes.com/sites/cognitiveworld/2020/01/19/why-agile-methodologies-miss-the-mark-for-ai--ml-projects/?sh=6898954f21ea


Be Ready for the Change - When we start working with 
AI/Machine learning then we must change the way we think, 
analyze, plan, solve and test Cont.
• Testing

66

Traditional Software Systems Testing
e.g., unit, regression, integration testing 

Testing Machine Learning-based Systems (model tests)
e.g., invariance, directional expectation, minimum functional testing

https://www.jeremyjordan.me/testing-ml/

https://www.jeremyjordan.me/testing-ml/


Be Ready for the Change - When we start working with 
AI/Machine learning then we must change the way we think, 
analyze, plan, solve and test Cont.
Problem:

Predict the electricity consumption of a household based on the number of daylight hours. The 
assumption here is that during shorter daylight hours (winter months), households use more 
electricity for lighting.

Traditional approach:

def test_predict_consumption_traditional():

# Test for daylight hours less than 8

assert predict_consumption_traditional(7) == 130  # 100 base + 30 for lighting

assert predict_consumption_traditional(5) == 130  # 100 base + 30 for lighting

# Test for daylight hours 8 or more

assert predict_consumption_traditional(8) == 100  # just the base value

assert predict_consumption_traditional(10) == 100  # just the base value
67



Be Ready for the Change - When we start working with 
AI/Machine learning then we must change the way we think, 
analyze, plan, solve and test Cont.

Machine Learning Approach:

# Test data

test_daylight_hours = np.array([6.5, 8.5, 10.5]).reshape(-1, 1)

actual_consumptions = np.array([127.5, 107.5, 92.5])  # actual consumptions

def test_predict_consumption_ml():

predictions = model.predict(test_daylight_hours)

for i, prediction in enumerate(predictions):

# Assert that the error is within an acceptable range, let's say 10 units for this example

assert abs(prediction - actual_consumptions[i]) <= 10
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ML lifecycle
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Data

ML 
Model/Algorithm

(Training)

Evaluate Model

Data extraction, 
data cleaning, 
feature selection 
etc.

Try another 
model/Algorithm
(Repeat the process 

until we get an 
acceptable 
prediction accuracy)

Iterative Process
to train & create a 
ML model Trained ML 

Model/Algorithm
Run/Predict

Web/Console 
apps

Mobile apps

Web 
Services

….

Model Creation >>
Model Consumption >>



Top Programming Languages 
for AI/ML
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Python C#
R       Java/JavaScript        Scala  



References
• https://course.elementsofai.com
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https://course.elementsofai.com/


The End
Thank You

Open for collaborations
naif@ucn.dk

Questions?
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